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Abstract
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 "COVIDGR-1.0 Dataset" is a collection of 784 
anonymized X-ray images and, in collaboration with a
team of radiologists, built into the dataset in accordance 
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The proposed CNN is a fine
AlexNet, which takes the "COVIDGR
and categorizes it into Normal, Mild, Moderate and Sever 
according to the labels and 
of the disease classification of CXR images show that the 
AUC(Area Under the Curve) is 0.8781, with accuracy of 
87.81%. 

It is believed that the results of this study can be used in 
the following fields. First, it can be us
tool for diagnosing lung diseases. Second, if the data set is 
ready, it can be used to classify other diseases. Third, data 
can be stored separately through classification.
the medical field, the object to be classified can be
using a smartphone and then classified and stored.

This study has the following limitations. The problem 
with automatically classifying diseases is the vastness and 
integrity of the dataset. If the data is not prepared, it will 
cause problems with 
the medical field, doctors' decision
not limited to image data. There is a limitation in that 
doctors make decisions based on comprehensive data and 
that medical decisions cannot be made by machi
without the doctor's intervention. Determining the decision 
threshold in decision making problems by AI is also an 
important limitation. This is because setting reference 
points for sensitivity and specificity is not the domain of AI 
experts but of exp
in the field must participate in the process of developing AI 
in the medical field.

Future tasks include continuing research in connection 
with program input stage development, performance 
improvement, app develo
servers.
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specificity is not the domain of AI experts but of 
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