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Abstract- Oral cancer is one of the top 10 diseases in 
cancer incidence worldwide and its prognosis is not 
good as early diagnosis is not made and so the survival 
rate from it has not been improved greatly. Oral cancer 
occurs most commonly in tongue, floor of mouth, and 
lower lip and 5-year survival rate is very low at 50% 
and if diagnosed early, the average time of survival 
becomes longer. Therefore, to improve the survival rate 
of oral cancer patients, early diagnosis and discovery 
and patient habit improvement including smoking are 
very important. Oral cancer can be diagnosed with 
imaging equipment like CT and MRI or through 
invasive biopsy, but it is not easy to make an approach 
and generally difficult to discover early. Therefore, to 
identify if early diagnosis would be possible using the 
intraoral images obtained through ordinary camera, the 
reliability of tongue cancer grade classification was 
evaluated by applying deep learning analysis. The 
collected images of oral cavity were classified into four 
groups: normal, inflammatory lesion, pre-cancerous 
lesion, and malignant tumor depending on clinical 
importance and three (3) types of image pretreatment 
were applied. In case of deep neural network, Inception-
ResNet-v2 was used and 70%(1,307 images) of the 
pretreated images were used as training data and after 
image enhancement processing, transfer-learned with 
SGDM technique. As test data, the remaining 30% data 
(561 images) were used.  
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In confusion matrix, it appeared that sensitivity was 
90.37%, specificity 95.03%, accuracy 93.21%, positive 
predictability 92.06%, and negative predictability 
93.93%, and in ROC curve, AUC was normal because 
normal was 0.9781, inflammatory lesion 0.9102, 
precancerous lesion 0.8944, and malignant tumor 
0.9688, and the classification performance of 
inflammatory lesion or pre-cancerous lesion was 
inferior to that of malignant tumor. The accuracy 
depending on pretreatment did not show a statistically 
significant difference in HE-1 and HE-2 compared to 
standard image. The performance of the diagnostic 
classifier applying deep learning into intraoral images 
showed accuracy at the average rate of 82.9% and so 
showed more excellent performance than the precedent 
studies using different RGB images. Deep learning 
study using such RGB images tends to be rapidly 
commercialized as it has disclosed big data whose 
images were easy to obtain and that were preclassified 
and so noninvasive data can be easily obtained unlike 
biopsy or blood test. Intraoral image does not have 
preclassified and disclosed big data yet, but have a 
distortion in an artifact or lesion in obtaining an image 
and so if we can standardize the image acquisition and 
organize big data through correct preclassification in 
cooperation with clinicians although this is limited, it 
will be helpful for early diagnosis of tongue cancer. 
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I. Introduction 

Oral cancer is one of the ten most common diseases 

worldwide. Oral cancer has no biomarkers and is 

difficult to detect clinically, so the treatment 

prognosis is poor and treatment costs are high.In 

order to solve these difficulties, studies for diagnosis 

and treatment have been continued for the past few 

years, but the survival rate has not improved 

significantly. Oral cancer is a malignant neoplasm 

that occurs in the lips or oral cavity. In the field of 

dentistry, it is traditionally defined as Oral Sqamous 

Cell Carcinoma (OSCC) because 90% of cancers 

originate from squamous cells[1]. The remaining 10% 

are characterized for different levels of 

differentiation and lymph node metastases[2]. Oral 

cancer is two to three times more common in men 

than women in most racial groups. Cancer of the oral 

cavity and pharynx is known as the 6th most 

common cancer in the world in worldwide reports[3]. 

According to the latest report from the International 

Agency for Research on Cancer (IARC) on oral 

cancer (ICD-10 code C00-08: lip, oral cavity), it has 

been found to be located in the lips, tongue, gums, 

floor of the mouth, parotid glands, etc. The most 

common sites presenting oral cancer are the tongue 

(ventral-marginal, 40%), floor of the mouth (30%), 

and lower lip[4]. Oral cancer has a worldwide 

incidence of over 300,000 diagnoses and an annual 

mortality rate of approximately 145,000. Age-

standardised incidence rates are high in developed 

countries, but are characterized by high mortality 

rates in developing countries[5]. In clinical 

examination, most oral cancers are diagnosed in a 

malignant stage. The reason for this is that it is often 

diagnosed late because there is little pain in the early 

stages. Therefore, the possibility of survival is 

reported to be low[6]. The 5-year survival rate for oral 

cancer is very low at 50%[7]. Looking at the survival 

rate according to TNM (tumor, node and metastasis) 

classification, the 5-year survival rates of 66.2% for 

T1, 57.9% for T2, 43.0% for T3, and 22.2% for T4 

were reported for each T classification[8]. In addition, 

it is known that the average survival time decreases 

from T1 to T4, and that the survival rate decreases as 

the size of the primary tumor increases[9]. Looking at 

the survival rates related to drinking and smoking, 

non-drinkers and non-smokers showed a survival rate 

of 73.1%, patients who only smoked 61.4%, and 

finally, patients who drank and smoked at the same 

time showed a survival rate of 41.4%. Drinking and 

smoking are the most dangerous factors that can 

cause oral cancer, and it has already been reported 

that drinking and smoking are even more 

dangerous[10]. Therefore, in order to improve the 

survival rate of oral cancer patients, early diagnosis 

and detection of oral cancer and improvement of 

patient habits such as smoking and drinking are very 

important. In general, lesions in the oral cavity can 

be confirmed visually and by palpation, and most 

oral cancers can be diagnosed histologically as 

squamous cell carcinoma that occurs on the mucosal 

surface. Imaging tests not only confirm the lesion, 

but also help determine the treatment policy and 

determine the treatment effect by diagnosing whether 

the lesion has spread to the submucosa or deep 

tissues, and whether or not lymph node invasion has 

occurred. CT and MRI are helpful for the imaging 

diagnosis of oral cancer. In CT images, there are 

many areas that are difficult to evaluate due to 

artifacts caused by teeth or mandibular foramen, and 

most lesions are located within the soft tissue plane 

with similar shades. Therefore, there is little contrast 

for differentiation. Because many cases of oral 

cancer are invasive lesions, it is difficult to determine 

the size change by left-right comparison because 

there is no elevation on the mucosal surface. In 

particular, in the case of the tongue composed of 

muscles, it is difficult to detect internal changes with 
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CT, and only the relatively fatty lingual septum is 

distinguished by low contrast. Comparatively, MRI is 

advantageous in identifying the space of the lesion 

because it can produce multiplanar images, and it is 

advantageous because the tissue contrast is superior 

to that of CT and a small amount of fat between the 

muscle layers can be seen relatively sensitively. In 

addition, since contrast enhancement can be observed, 

contrast-enhanced lesions can be easily identified by 

comparing images before and after contrast 

enhancement[11]. With the 4th industrial revolution, 

interest in artificial intelligence is increasing, and 

research is continuing to utilize it in various fields by 

convergence with existing information and 

communication technologies. Innovative changes 

using artificial intelligence have led to the 

development of the internet of things, big data, cloud 

computer, and 3D printing technology, and continue 

to expand the field of application. The development 

of artificial intelligence improves work efficiency 

and reduces human errors, so the form of work that 

humans have been working on is being replaced by 

digital labor instead of manual work[12. The medical 

field is no exception, and over the past 20 years, 

Computer Aided Diagnosis (CAD) has developed 

significantly due to increased access to digital 

medical data, improved computing power, and 

advances in artificial intelligence[13]. This 

development has been adopted not as a replacement 

for medical professionals, but rather as a tool to 

increase the accuracy of diagnosis. Not only specific 

medical fields, but gradually various medical fields 

are showing a movement to increase the reliability of 

diagnosis by using artificial intelligence. Oral cancer 

can be diagnosed using imaging equipment such as 

CT and MRI or through invasive biopsy, but it is not 

easy to access and is generally difficult to detect in 

an early stage. In this study, it was judged that 

intraoral images can be collected relatively easily 

when intraoral images are taken using a general 

camera, as well as accessibility and usability. In order 

to minimize the effect on structures such as teeth and 

gums from oral images, an experiment was 

conducted using images of the side of the tongue, 

which is the main site of tongue cancer, which is the 

most frequently occurring among oral cancers. 

Currently, research on the possibility of using deep 

learning models using intraoral images is insufficient. 

Therefore, in this paper, we tried to evaluate the 

reliability of tongue cancer grading by applying CNN 

transfer learning to intraoral images. 

II. Theoretical background 

1. History of artificial intelligence 

Artificial intelligence is based on the idea that 

“human or animal intelligence can be expressed in 

detail and accurately enough to be copied by a 

computer” and is defined in various ways like the 

definition of intelligence. Artificial intelligence was 

established as a field of research in a workshop held 

at Dartmouth College in the summer of 1956[14]. 

Computers began to solve problems in algebra, prove 

theorems in geometry, and understand the structure 

of language. Artificial intelligence research in the 

early 1950s and 1960s achieved remarkable results in 

the areas of theorem proofs and games, but after that, 

disappointment and decline due to excessive 

expectations and the development of new models and 

theories were repeated[15]. In the 1970s and 1980s, 

research on expert systems was active. Since the 

rediscovery of the backpropagation algorithm in the 

mid-1980s, research on artificial neural network 

(ANN) models have become active. Artificial 

intelligence research in the 1990s utilized methods 
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from various fields such as statistics, information 

theory, and optimization, and was equipped with a 

solid theoretical foundation such as learning 

theory[16]. In the early 21st century, with the 

construction of big data and the development of high-

performance computers, artificial intelligence 

technology was successfully applied to the economic 

field. As a result, the AI-related market exceeded $8 

billion in 2016[17]. As convolutional neural networks 

(CNNs) and recurrent neural networks (RNNs), one 

of the artificial intelligence technologies, have been 

developed, research on video, text, and voice 

recognition has been actively conducted[18]. 

2. Machine learning 

Machine learning (ML) is a field of inquiry dedicated 

to understanding and building how to 'learn', that is, 

how data can be leveraged to improve the 

performance of some set of tasks[19]. It is considered 

part of artificial intelligence. Machine learning 

algorithms build models based on sample data, called 

training data, to make predictions or decisions 

without being explicitly programmed[20.]. Machine 

learning algorithms are used in a variety of 

applications, such as healthcare, email filtering, 

speech recognition, agriculture, and computer vision, 

where it is difficult or impossible to develop existing 

algorithms to perform required tasks[21]. A subset of 

machine learning is closely related to computational 

statistics, which focuses on using computers to make 

predictions, but not all machine learning is statistical 

learning. Mathematical optimization research 

provides methods, theories, and applications to the 

field of machine learning. Some implementations of 

machine learning use data and neural networks in a 

way that mimics the operation of a biological 

brain[22] . 

3. Classification of machine learning systems 

(1) Supervised learning 

Supervised learning (SL) is a machine learning 

paradigm for problems where available data consists 

of labeled examples. That is, each data point contains 

a feature (covariate) and an associated label. The goal 

of a supervised learning algorithm is to learn a 

function that maps feature vectors (inputs) to labels 

(outputs) based on example input-output pairs[23]. 

Infer functions from labeled training data consisting 

of a set of training examples[24]. In supervised 

learning, each example is a pair consisting of an 

input object (usually a vector) and a desired output 

value (also called a supervised signal).    

Supervised learning algorithms analyze training data 

and generate inferred functions that can be used to 

map new examples. In an optimal scenario, the 

algorithm can correctly determine the class label for 

unseen instances. This requires that the learning 

algorithm generalize to unseen situations in the 

training data in a "reasonable" way. This statistical 

quality of an algorithm is measured through the so-

called generalization error. 

(2) Unsupervised learning 

Unsupervised learning is a type of algorithm that 

learns patterns from untagged data. The hope is to 

enable machines to succinctly represent their world 

through imitation, an important way people learn, 

and then generate imaginative content from it. Unlike 

supervised learning, where experts tag data, 

unsupervised methods tagged as “balls” or “fish” 

convert patterns into probability densities[25] or 

combinations of neural function preferences encoded 

in weights and activations in the machine. Indicates 

the self-organization that captures. 

(3) Reinfocement learning 

Reinforcement learning (RL) is an area of machine 

learning concerned with how an intelligent agent 
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should take actions in its environment in order to 

maximize the concept of cumulative reward. 

Reinforcement learning is one of the three basic 

machine learning paradigms, along with supervised 

learning and unsupervised learning. Reinforcement 

learning differs from supervised learning in that it 

does not require you to present labeled input/output 

pairs and does not require explicit workarounds to be 

corrected. Instead, it focuses on finding a balance 

between exploration and exploitation[26]. The 

environment is usually described in the form of a 

Markov decision process (MDP), as many 

reinforcement learning algorithms for this context 

use dynamic programming techniques[27]. The main 

difference between classical dynamic programming 

methods and reinforcement learning algorithms is 

that the latter do not assume knowledge of the exact 

mathematical model of the MDP and target large-

scale MDPs for which exact methods are not feasible. 

4. Artificial Neural Networks(ANNs) 

An artificial neural network (ANN), commonly 

referred to simply as a neural network (NN)[28], is a 

computing system inspired by the biological neural 

networks that make up the brains of animals[29]. 

ANNs are based on collections of connected units, or 

nodes, called artificial neurons that loosely model 

neurons in the biological brain. Each connection, like 

a synapse in a biological brain, can transmit signals 

to other neurons. Artificial neurons can receive 

signals, then process them and send signals to 

connected neurons. The "signal" of the connection is 

real, and the output of each neuron is computed as 

some non-linear function of the sum of the inputs. 

Connections are called edges. Neurons and edges 

usually have weights that adjust as learning 

progresses. Weight increases or decreases signal 

strength when connected. A neuron may have a 

threshold so that a signal is sent only when the 

aggregate signal crosses that threshold. Typically, 

neurons are aggregated into layers. Different layers 

may perform different transformations on their inputs. 

A signal travels from the first layer (the input layer) 

to the last layer (the output layer), and it is possible 

after passing through the layers several times. 

 
Figure 1. Artificial neural networks 

Just as neurons become nerves when gathered, 

artificial neurons become artificial neural networks 

when aggregated. The general algorithmic structure 

of a neural network consists of a number of hidden 

layers between an input layer (data to be trained) and 

an output layer (results from a trained model). The 

hidden layer plays the role of receiving the weights 

of the previous input layer or other hidden layers and 

passing them to the next layer. When data 

information is handed over from the input layer, 

weights are calculated by going through hidden 

layers for each feature of the data, and these values 

are finally moved to the output layer to determine the 

final value (Zell, 1997). Just as a signal is transmitted 

when a neuron exceeds a certain threshold value of a 

stimulus, it can be transmitted to the next neural 

network only when a value above a threshold value is 

derived through the role of various functions. 
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Figure 2. Examples of artificial neural networks 

5. Deep learning 

Deep learning (also known as deep structured 

learning) is part of a broader family of machine 

learning methods based on artificial neural networks 

with representation learning. Learning can be 

supervised, semi-supervised or unsupervised[30]. The 

adjective "deep" in deep learning refers to the use of 

multiple layers in the network. Deep learning is a 

modern variation that is concerned with an 

unbounded number of layers of bounded size, which 

permits practical application and optimized 

implementation while retaining theoretical 

universality under mild conditions. Deep learning is 

basically designed based on the structure of an 

artificial neural network, but as shown in Figure 3, it 

has developed into a simpler and better form by 

supplementing the overfitting phenomenon and slow 

learning time, which are disadvantages of existing 

artificial neural networks. There are many structures 

that can compose deep learning, and most of them 

are derived from several representative structures, 

and the structure of the algorithm can change 

depending on the type of data to be analyzed. 

Representatively, there are CNNs that show good 

performance in video and audio fields, and RNNs 

that show good performance in character recognition 

such as handwriting recognition. 

 
Figure 3. Understanding overfitting and overfitting 

6. Overfitting 

In machine learning, overfitting means learning the 

training data too well. In general, training data is 

usually a subset of real data. Therefore, as shown in 

the graph in Figure 4, there may be a point where the 

error decreases for the training data but increases for 

the actual data. From this point of view, overfitting is 

a phenomenon in which errors for actual data 

increase due to excessive learning on the training 

data. For example, a phenomenon similar to 

overfitting is a phenomenon in which a person who 

has learned cat characteristics by seeing a yellow cat 

sees a black or white cat and fails to recognize it as a 

cat. 

 
Figure 4. Impact of model complexity on underfitting 
and overfitting 

7. Convolutional Neural Network: CNN 

(1) CNN structure and understanding 

In deep learning, convolutional neural networks 

(CNNs or ConvNets) are a class of artificial neural 

networks (ANNs) most commonly applied to analyze 

visual images[31] CNNs, also known as Shift 

Invariant or Space Invariant Artificial Neural 

Networks (SIANN), are based on a shared-weight 
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architecture of convolutional kernels or filters that 

slide along the input features and give a transform-

equivalent response known as a feature map[32].  

 
Figure 5. Convolution principle 

Counterintuitively, most convolutional neural 

networks are not transformation invariant due to the 

downsampling operation applied to the input[33]. 

They have applications in image and video 

recognition, recommender systems[34] image 

classification, image segmentation, medical image 

analysis, natural language processing[35] brain-

computer interfaces, and financial time series[36]. A 

CNN is a normalized version of a multilayer 

perceptron. A multilayer perceptron usually refers to 

a fully connected network. That is, each neuron in 

one layer connects to every neuron in the next layer. 

The "perfect connectivity" of these networks tends to 

overfit the data. So, on the scale of connectivity and 

complexity, CNNs are at the lower end. 

Convolutional networks are inspired by biological 

processes[37] in that the connection patterns between 

neurons are similar to the organization of animal 

visual cortex.   Individual cortical neurons respond 

to stimuli only in a limited area of the visual field 

known as the receptive field. The receptive fields of 

different neurons partially overlap to cover the entire 

field of view. CNNs use relatively little 

preprocessing compared to other image classification 

algorithms. This means that networks learn how to 

optimize filters (or kernels) through automated 

learning, whereas in traditional algorithms these 

filters are designed by hand. This independence from 

prior knowledge of feature extraction and human 

intervention is a major advantage. CNN shows a 

different aspect from conventional neural networks in 

the way it processes images, and it is characterized 

by enabling more complex calculations using specific 

filters rather than extracting features of images 

through simple calculations. The image we see is 

composed of a pixel structure, and if it is a color 

image instead of a horizontal and vertical position 

information, and a gray image, it becomes 3D data 

by adding color information (Red, Green, Blue, 

RGB). 

 
Figure 6. Creation of digital images 

In order to extract the features of this three-

dimensional information well, the CNN structure 

consists of a convolutional layer, a max pooling layer, 

and finally a fully connected layer. Figure 7 the 

backpropagation method is used to update the weight 

by forwarding the error of the output value in the 

reverse direction. 

 

Figure 7. Backpropagation 

(2) Converlutional layer 

To process 3D image data, a kernel of a specific size 

is used. The kernel is a two-dimensional concept 

multiplied by the X-axis and the Y-axis. For example, 
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if the kernel size is defined as 3 × 3, this kernel has a 

weight (or parameter) for each cell and moves from 

the upper left of the image to the side one by one, It 

goes through an arithmetic process. Filter size is the 

definition of how many times an operation process 

through such a kernel size is performed. A filter is a 

three-dimensional concept on the Z axis, which is 

different from kernel size (Figure 8). 

 
Figure 8. Difference Between Kernel Size and Filter 
Size 

As shown in <Figure 9>, the values obtained through 

this operation represent the characteristics of the 

image and are called features. That is the 

convolutional layer proceeds with the kernel and 

filter operation of the data information transmitted 

earlier and passes the value to the next layer. These 

values represent the characteristics of the image and 

facilitate image classification. 

 

Figure 9. Feature map 

(3) Pooling layer 

The pooling layer serves to reduce the amount of 

data information by sampling some of the most 

meaningful data among the previously delivered data 

(Liu et al., 2017). Data sampling methods include 

minimum pooling, average pooling, and maximum 

pooling. Maximum pooling, which can best reflect 

the characteristics of the corresponding image, is 

generally used. Assuming that there is one 4×4 size 

data in Figure 10, if it is assumed that only the largest 

data value is extracted by moving a 2×2 size filter by 

2 spaces along the x-axis and y-axis, the most 

characteristic data can be extracted and the amount of 

data can be reduced by 1/4. 

 

Figure 10. Example of maximum Pooling 

(4) Fully connected layer 

The fully connected layer is a dense layer that finally 

represents the result value through the convolutional 

layer and the pooling layer. In this layer, the 

probability of having an n-dimensional vector value 

is represented, and the number of n is equal to the 

number of classes to be checked (Figure 11). If we 

classify 10 numbers from 1 to 10, the final fully 

connected layer will generate 10 result data. The data 

generated in this way is output using an activation 

function in order to be converted into a probability. 

 
Figure 11. Fully connected layer 

8. Terminology related to deep learning 
technology 
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(1) Cost function 

The cost function is a function that explains how well 

the designed model is applied to given data and the 

error is small (W et al., 2016). A smaller value means 

that a more suitable model is designed. In the 

regression model, the method of least squares 

minimizes the sum of residual squares to represent 

the appropriate dependent variable value by the 

explanatory variable, or the mean squared error that 

represents the average of the residual squares Using 

the method, find the straight line that can best be 

explained in the observed data. Similarly, in machine 

learning, various methods are used to reduce the 

value of the cost function. A typical example is cross 

entropy. The cross-entropy for a given set of 

distributions (p, q) is defined as Equation (1). 

---------(1) 

Since the probability q value for a distribution p-

value is a real number from 0 to 1, taking the 

logarithm gives a negative number. To compensate 

for this negative value, add a minus value to the 

logarithm to produce a positive real number. As the 

probability q value approaches 1, the log value 

converges to 0, so entropy (degree of uncertainty) 

decreases. A sample is drawn from a probability 

distribution, and the cost function is reduced by 

minimizing the cross-entropy between this 

distribution and the target distribution to find more 

suitable weights in the next iteration. 

(2) Optimizer 

An optimizer is an algorithm that updates weights for 

errors.The most representative is gradient descent 

and stochastic gradient descent (SGD). As shown in 

Figure 12, the gradient descent method decreases the 

weight when the derivative of the cost function, that 

is, the slope is a positive value, and increases the 

weight when the slope is a negative value, as shown 

in Figure 12. 

 
Figure 12. Optimization by Gradient Descent 
Algorithm 

As the slope value converges to 0, the value of the 

cost function also decreases. The downside of 

gradient descent is that the amount of computation 

becomes enormous because the gradient is calculated 

at every step. To compensate for this shortcoming, 

SGD is mainly used. Since SGD calculates the 

gradient several times in the same time by calculating 

the gradient only from some data instead of 

calculating all the data at each step, the weight can be 

updated at a high speed. However, even though there 

is a global minimum for error, there may be a 

problem that it stays at the local minimum and is not 

updated anymore (see Figure 13). 

 
Figure 13. Global Minimum and Local Minimum 

To solve this problem, the momentum technique is 
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used. Momentum has the meaning of ‘acceleration’ 

in the dictionary, and as a method of changing the 

speed in the direction of updating the weight, it is 

accelerated and updated in the direction of the 

current slope. That is, when the error range is large, 

the update interval is further widened to accelerate 

and update to the optimal value, thereby reducing the 

probability of being at the local lowest point. 

(3) Activation function 

The values derived through the convolutional layer 

use an activation function to further highlight and 

refine the characteristics of the data. Relatively 

unnecessary information is reduced, and weights 

extracted from key input data that reduce the cost 

function are increased. Typically, three activation 

functions are used to send output values to the next 

layer. 

①  Sigmoid function 

It represents the data value as a value between 0 and 

1 and makes the negative input value close to 0. At 

the end of each layer, the shape of the value is 

transformed or normalized under the influence of this 

function. Refer to <Figure 14> 

 
Figure 14. Sigmoid function 

 

② Rectified Linear Unit, ReLU function 

As a representatively used activation function, it has 

the characteristic of turning all negative values to 0 

(Agarap, 2019). If it has a positive value even 

slightly, it is calculated to have a positive slope to 

maintain this characteristic. In the CNN model using 

the backpropagation method, the value of the 

gradient disappears as the neural network of the 

model deepens due to the sigmoid function. This is 

called the vanishing gradient problem, and the ReLU 

function effectively prevents this (see <Figure 15>). 

 
Figure 15. ReLU function 

③ Softmax function 

For n variables, it is a function that always makes the 

sum of the variables equal to 1 while maintaining the 

ratio of the magnitude of this number. It is used when 

converting to a probability value for each variable 

and is mainly used when dividing into three or more 

categories in the last layer (see <Figure 16>). It is a 

function that calculates the probability of each 

possible class in a multi-class classification model, 

and the sum of the probabilities is exactly 1.0. For 

example, Softmax can determine the probability that 

a particular image is a dog with a probability of 0.9, 

the probability that it is a cat with a probability of 

0.08, and the probability that a particular image is a 

horse with a probability of 0.02. 
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Figure 16. Polynomial Classification and Softmax 

8. Transfer learning 

Transfer learning means using some of the abilities 

of a neural network learning in a specific field to 

learn a neural network used in a similar or 

completely new field. Taking image classification as 

an example, the front end of neural networks such as 

Resnet or VGG is composed of CNN layers. CNN 

can be divided into a part that extracts the features of 

an image and a part that classifies a class. The feature 

extraction area is composed of multiple layers of 

convolution layers and pooling layers. The 

convolution layer is an essential element that reflects 

the activation function after applying a filter to the 

input data.  

The pooling layer located after the convolution layer 

is an optional layer. At the end of the CNN, a fully 

connected layer for image classification is added.  

Between the part that extracts the features of the 

image and the part that classifies the image, there is a 

flattened layer that creates an array of image-type 

data. The ability of neural networks to extract 

features from these images can be used in other fields 

as well. That is, using the feature extraction 

capability of the high-performance Resnet or VGG 

neural network learned through tens of thousands to 

tens of millions of images as it is, and changing only 

the affine layer as the last output layer to relearn only 

this changed layer . It is transfer learning. Transfer 

learning is effective even when the number of 

training data is small, has a fast learning speed, and 

provides much higher accuracy than learning without 

transfer learning. 

9. Transfer learning application model 

Table 1 presents pre-trained networks and properties 

in ImageNet. 

Table 1. Pretrained networks on ImageNet 

 

(1) AlexNet 

CNN, which is attracting attention as the two major 

mountain ranges of deep learning models along with 

RNN, is basically based on the structure proposed by 

Yann LeCun in 1989 (see <Figure 17>). In the 2012 

ILSVRC (ImageNet Large-Scale Visual Recognition 

Challenge) competition, which can be called the 

'Olympics' in the field of computer vision, Professor 

Jeffrey Hinton's AlexNet recorded a top-5 error of 

15.4%, taking second place (26.2%). He beat him by 

a margin and took first place. Here, the top-5 error 

refers to the error rate when there is no correct 

answer among the top 5 categories predicted by the 

model. At the time, the ILSVRC dataset was a 1000-

category prediction problem, and thanks to AlexNet, 

deep learning, especially CNN, gained attention. 
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Figure 17. AlnexNet 

(2) GoogLeNet 

After AlexNet, VGGNet in 2014, and GoogLeNet in 

2015 continued attempts to improve performance by 

stacking layers deeper. GoogLeNet has a more 

complicated structure than VGGNet, so it was not 

widely used, but it attracted attention in terms of 

architecture. In general, one convolutional filter is 

used in one convolutional layer. However, 

GoogleNet researchers have presented a creative idea 

that individual layers can be extended thickly by 

introducing various types of filters or pooling even in 

one layer. And the structure proposed by them is the 

inception module, and it is the 1×1 convolutional 

layer that has received particular attention (Szegedy 

et al., 2014). For example, if the number of 

dimensions of the current layer input data image is 

100 × 100 × 60 and 20 1 × 1 convolutional layers are 

used, the number of dimensions of the data is 

reduced to 100 × 100 × 20 and 60 channels 

( dimensions) It can also be seen that one pixel 

reaching 20 is linearly transformed and 

dimensionally reduced into a 20-dimensional feature 

space. 

(3) Inception v2 & v3 

Inception v2 and v3 are presented in the same paper 

as the developed form of the previous GoogLeNet. In 

the paper, two problems were defined and solutions 

were presented (Szegedy et al., 2016). The first 

problem is the representational bottleneck, which is a 

phenomenon in which the amount of information is 

greatly reduced when the dimension is excessively 

reduced in the neural network net. The second 

problem is factorization, which improves the kernel 

used in the existing convolutional operation. This can 

further reduce computational complexity. The 

structure of Inception v2 and Inception v3 is almost 

the same. Inception v3 adds four skills to the same 

structure. First, replace the 7 × 7 convolutional 

operations of the stem layer with three 3 × 3 

operations, secondly use "'RMSProp" as an optimizer, 

and thirdly use an auxiliary classifier Batch 

normalization was applied using only one. Finally, to 

prevent overfitting, normalization was performed on 

the answer data using label smoothing. 

(4) Inception-ResNet-v2 

Google announced a new convolutional model, 

Inception-ResNet -v2, through its research blog. As a 

result of ILSVRC test of this model, which absorbed 

the advantages of ResNet into Inception v3 model, as 

shown in Table 2, the previous model's record was 

updated, but the memory and computation amount 

increased by almost twice compared to Inception v3 . 

Table 2. Inception-ResNet-v2 model accuracy 
(Google AI Blog, 2016) 

 

In Figure 18, (a) is a pictorial representation of the 

entire network, and (b) is a simplified representation 

of overlapping parts. 

 
Figure 18. Inception Resnet V2 network (Google AI 
Blog, 2016) 
 

III. Research methods 
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1. Computing Environment and Dataset  

The image data used in this study were images 

acquired through Internet searches and oral 

images from the Department of Oral and 

Maxillofacial Surgery at S University and C 

University Dental Hospitals. Among the oral 

images, lateral images of the tongue were 

selected and divided into four categories 

(normal, inflammatory lesions, precancerous 

lesions, and malignant tumors). According to 

clinical importance, class 0 (normal) is 1,141 

(61%), class 1 (inflammatory lesion) is 218 

(12%), class 2 (precancerous lesion) is 140 (7%), 

class 3 (malignant tumor) was classified as 369 

(20%). The computing environment for tongue 

cancer classification is Windows 10, Matlab 

2019b's deep learning toolbox was installed to 

construct a deep neural network, and a 

GTX1650 GPU was used for parallel processing. 

2. Image pre-processing 

After preprocessing the collected images to fit the 

deep learning model, the performance of each model 

was compared and analyzed by dividing them into a 

training set and a test set. Intraoral images were taken 

at various resolutions and consisted of 1.3M to 3.5M 

pixels, which were normalized to images with a 

resolution of 512 × 512. In the image acquisition 

stage, preprocessing was performed to make the data 

less sensitive to environmental changes such as 

lighting. Two methods were applied for 

preprocessing. First, after color conversion of RGB 

color into CIE 1976 L*a*b* color, Contrast Limited 

Adaptive Histogram Equalization (CLAHE) was 

applied to the brightness channel (L). After applying, 

it was reconverted to RGB color. Second, the RGB 

color image was converted into a new RGB color 

image by applying CLAHE to each of the R, G, and 

B channels. After each method was applied, a median 

filter was commonly applied to each RGB channel. 

In CLAHE, the contrast limit was set to 0.05, the 

window size was set to 8 × 8, and the median filter 

kernel to remove artifacts that could occur when 

CLAHE was applied was set to 3 × 3. 

3. Deep Neural Networks 

The deep neural network used Inception-ResNet-v2, 

which accepts 299×299 input data with the highest 

resolution among pre-trained DNNs and has the 

deepest convolutional layer with 164 layers.    

Inception v3, which has recently been widely used in 

the medical field, has been used to diagnose diabetic 

retinopathy or skin cancer and reported excellent 

results (Esteva et al., 2017; Gulshan et al., 2016), 299 

Due to the limitation of ×299 resolution and 48 

layers of convolutional layers, it was judged that the 

use of Inception-ResNet-v2 with excellent 

classification performance using 55.9 million 

parameters was suitable for the purpose of this study. 

4. Augmenting training data 

For augmentation of the training data, the left and 

right vertical and horizontal translation pixel area of 

the image was -30 to 30, the rotation angle area was 

set to -90 to 90 degrees, the size control area was set 

to 0.5 to 1.5, and flipping was applied. Flipping was 

randomly determined during each training session. 

5. Transfer learning 

Using the pre-trained Inception-ResNet-v2, the 

learning algorithm performed transfer learning using 

the stochastic gradient descent with momentum 
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(SGDM) technique. The learning environment 

parameters were 50 for the maximum epoch, 8 for 

the mini-batch, 0.0001 for L2 adjustment, and 0.0016 

for the initial learning rate. For learning data, 70% of 

1,308 images out of 1,868 images were used. 

6. Validation dataset 

Verification data used 560 oral images, 30% of the 

total data completely separated from learning data. 

IV. Result 

1. Image pre-processing 

Since the size of the image varies, the image was 

standardized by converting it to 512 × 512 through 

preprocessing After that, two methods of histogram 

equalization (HE) were applied to the standard image, 

and the HE-1 image was converted from RGB color 

to CIE 1976 L*a*b* color in the standard image. 

CLAHE processing was performed on the brightness 

channel, and after reconversion to RGB color, a 3×3 

median filter was applied to each RGB channel. For 

the HE-2 image, CLAHE was applied to each of the 

R, G, and B channels from the standard image to 

RGB color, converted into a new RGB color image, 

and a 3×3 median filter was applied to each RGB 

channel . It can be seen that HE was applied in 

various ways to reduce the influence of the shooting 

environment or ambient brightness, etc., and the 

lesion area was processed as an image with better 

perceptual contrast than the standard image (see 

Figure 19) . 

 
Figure 19. Pre-processed tongue cancer image 

2. Augmenting training data 

Figure 20 shows how the first 8 chapters of the 

training data are converted through data 

augmentation and input to the deep neural network to 

be used for learning.  

 
Figure 20. Augmented training images 

3. Transfer learning 

In Figure 21, the line connected with the black dots is 

the change in the accuracy and loss value of the 

entire verification data according to the number of 

epochs. The thin solid line represents the change in 

the classification accuracy and loss value of each 

mini-batch, and the thick solid line represents the 

change in the value obtained by smoothing the thin 

solid line value. In the last part, the accuracy of the 

mini-batch rises to 100% and the loss drops to 0.17%, 

while the accuracy and loss of the verification data 

are 81.96% and 97.85%, respectively. Therefore, 

although learning by training data is successful, it 

can be seen that there is an increase in the loss value 

due to overfitting (overlearning) in the verification 

data. 

 

Figure 21. Example of change in accuracy and loss 
during training and validation. 

4. Classification example 
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Figure 22 is an image that accurately classifies class 

0 oral images with 100% and 99.7% probability. 

Figure 23 shows an example of incorrectly 

classifying class 0 oral images into class 2 (75.3%) 

and class 3 (59.1%). The final trained DNN indicates 

that it provides objective and quantitative 

information by showing the probability that a given 

oral image for verification will be included in each 

class. 

 
Figure 22. Examples of Accurate Tongue Cancer 
Classification 

 
Figure 23. Example of incorrect tongue cancer 
classification 

5. Confusion matrix 

When the snow cancer grading performance was 

calculated based on the error matrix in Figure 24, the 

overall accuracy was 83.57%. The accuracy between 

each class was high, with an average of 91.79%, but 

precision, recall, and F1-score, which are indicators 

used to evaluate the performance of the multi-

classification model of imbalanced labels, averaged 

0.67, 0.69, and 0.68. This indicates that the accuracy-

to-classification performance is low. This indirectly 

indicates that inflammatory lesion images (class 1) 

and precancerous lesions (class 2) are difficult to 

distinguish from normal (class 0) or cancer (class 3) 

and are confused (see  Table 3). 

Figure 24. Confusion matrix of tongue cancer 

classifier 

Table 3. Performance index of tongue cancer 
classifier 

 

6. ROC(Receiver operating characteristic) curve 

Since the probability of being included in each class 

is output from the classifier, a Receiver Operating 

Characteristic curve (ROC curve) can be displayed 

for each class as shown in Figure 25. The area under 

the curve (ARC), which is a performance indicator of 

the classifier, can be calculated. AUC1 (class 0) = 

0.9781, AUC2 (class 1) = 0.9102, AUC3 (class 2) = 

0.8944, and AUC4 (class 3) = 0.9688, respectively. It 

can be seen that the AUC of class 1 and class 2 is 

relatively low, and the classification performance is 
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inferior compared to other classes. 

 
Figure 25. ROC curve of tongue cancer classifier 

7. Cohen’s Kappa 

Cohen's Kappa value, one of the quantitative 

performance indicators of the classifier, was 

calculated. The Cohen's Kappa value calculated from 

the numerical values shown in the error matrix in 

Figure 24 is 0.857. Khosravi et al. (2018) reported 

the highest Cohen's Kappa value as 0.81 in digital 

pathology image classification using various DNNs, 

and Kwasigroch et al. (2018) reported a Cohen's 

Kappa value of 0.776 in diabetic retinopathy stage 

classification using deep CNN. It showed better 

performance than the Cohen's Kappa value of 

previous studies using RGB images. 

8. Accuracy comparison between preprocessing 
methods 

The accuracy of the standard image without 

preprocessing and the HE-1 image and HE-2 image 

preprocessed in different ways were 82.77%, 82.55%, 

and 83.38% on average for 10 times. As a result of 

the paired-sample t-test, the preprocessed images 

(HE-1, HE-2) showed a p value of 0.05 or higher 

compared to the standard images, showing no 

statistically significant difference. Although each 

accuracy did not show a statistically significant 

difference, as shown in Figure 26, HE-2 generally 

showed slightly superior performance.  

Figure 26. Accuracy comparison for each 
preprocessing 

V. Discussion 

This study is the first attempt to quantify and 

objectify the diagnosis of tongue cancer using oral 

images using Inception-ResNet-v2, a pre-trained 

DNN. As a result of comparing various pre-

processing methods, the average accuracy of 82.77% 

(standard image), 82.55% (HE-1), and 83.38% (HE-2) 

was shown. In study on Age-related Macular 

Degeneration (AMD) classification using the NIH 

AREDS data set and DNN, the ophthalmologist's 

classification achieved an accuracy of 85.33% and 

the DNN's classification achieved an accuracy of 

84.77%. As a result, it was reported that the 

classifications of doctors and DNNs were similar[38]. 

Codella et al. (2017) conducted a study to classify 

melanoma with deep learning in Dermoscopy images, 

and as a result, dermatologists showed 70.5% 

accuracy and DNN 76.0% accuracy, reporting that 

DNN classifies more accurately than doctors[39]. This 

study is the first attempt to quantify and objectify the 

diagnosis of tongue cancer using oral images using 

Inception-ResNet-v2, a pre-trained DNN. As a result 

of comparing various pre-processing methods, the 

average accuracy of 82.77% (standard image), 82.55% 

(HE-1), and 83.38% (HE-2) was shown. In study on 

Age-related Macular Degeneration (AMD) 
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classification using the NIH AREDS data set and 

DNN, the ophthalmologist's classification achieved 

an accuracy of 85.33% and the DNN's classification 

achieved an accuracy of 84.77%. As a result, it was 

reported that the classifications of doctors and DNNs 

were similar[40]. Codella et al. (2017) conducted a 

study to classify melanoma with deep learning in 

Dermoscopy images, and as a result, dermatologists 

showed 70.5% accuracy and DNN 76.0% accuracy, 

reporting that DNN classifies more accurately than 

doctors. Compared to previous studies using these 

RGB images, this study showed excellent classifier 

performance with an average accuracy of 82.90% 

(79.46~86.43%)[38]. Recently, many research results 

have been reported in the transfer learning method 

using various pre-trained DNNs to improve the 

accuracy of diagnosis with DNN using various RGB 

images in the medical field. Feng Li et al. (2019) 

showed that diabetic retinopathy can be diagnosed 

with a sensitivity of 87.0% and specificity of 98.5% 

using Inception v3 DNN[41]. Gargeya et al. (2017) 

developed a new diagnostic tool for detecting 

diabetic retinopathy with a sensitivity of 94%, 

specificity of 98%, and AUC of 0.97 by training a 

DNN with 1024 depths using 75,137 published 

fundus images of diabetic patients[42]. Esteva et al. 

(2017) used 127,463 training and verification images 

for transfer learning using Inception v3 CNN for skin 

cancer level classification, in classification of 3 

diseases[43], CNN 72.1% and 2 dermatologists 

showed accuracy of 65.56% and 66.0%, respectively, 

as a result, it has been reported that the level of skin 

cancer can be classified. Although the data set in this 

study is limited compared to similar studies, the 

overall accuracy was 82.90% on average, showing 

the possibility of grading tongue cancer. However, 

the F1-score, which reflects the data imbalance 

between labels, showed an average of 0.68, 

indicating that the classifier performance was 

degraded. This is because there are relatively few 

images of inflammatory lesions and precancerous 

lesions, and the boundary separating the two diseases 

is ambiguous. It is also understood that the 

performance of the F1-score classifier is degraded 

because it is reported that sight examination in 

clinical practice has limited ability as a screening 

method for oral cancer and precancerous lesions in 

the oral cavity[44]. DNN studies using these RGB 

images are characterized by having pre-classified 

open big data, easy acquisition compared to other 

diagnostic imaging equipment, and non-invasive 

acquisition unlike biopsy or blood tests. Therefore, it 

is easier to access than DNN research of other 

expensive imaging medical devices and can be 

commercialized quickly after verification. As a result, 

in 2018, the US Food and Drug Administration (FDA) 

approved IDx-DR, a disease diagnosis device using 

artificial intelligence, for the first time. IDx-DR 

analyzes pictures of the retina taken by a camera with 

artificial intelligence to determine whether the patient 

has diabetic retinopathy. When a doctor takes a 

picture of an eyeball with a retinal camera and 

uploads it to a cloud server, IDx-DR analyzes the 

picture. IDx-DR has excellent diagnostic power by 

diagnosing 87.4% of mild or more diabetic 

retinopathy and 89.5% of less than mild diabetic 

retinopathy, and the biggest feature is that doctors do 

not intervene in the diagnosis process[45]. 

VI. Conclusion 

In this study, we proposed a method of classifying 

tongue cancer, for which early diagnosis is important 

compared to other cancers, using transfer learning 

techniques using deep neural networks. As a result of 
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the study, it showed an average accuracy of 82.90% 

(79.46~86.43%), which was similar to that of 

previous studies. A limitation of the study is that 

various techniques that help improve accuracy have 

not been applied due to limitations in data collection 

and computing capacity. First is the quality and 

quantity of training data. The dataset used in this 

study showed a large difference in image quality 

depending on limited data collection on the Internet 

and lighting or surrounding environment. In contrast, 

the images used in diabetic retinopathy or melanoma 

research are publicly available big data, and a large 

amount of data can be used, and the image quality is 

constant as it is captured at a certain distance. 

Therefore, it is considered necessary to standardize 

intraoral imaging using specific assistive devices, 

improve the imbalance in the amount of data between 

classes, and cooperate with clinicians to build big 

data. Second, it is necessary to apply various 

preprocessing besides the histogram equalization 

used in this study to minimize the influence on the 

above-mentioned data quality problem due to the 

preprocessing problem of oral images. In a study for 

recognizing basal cell carcinoma in histopathological 

images, a segmentation function was applied to 

improve accuracy through automated cell image 

search and segmentation[46]. However, recent studies 

analyzing deep learning methods for melanoma 

report that no complicated preprocessing techniques 

are required except for basic standardization tasks 

such as pixel value normalization, resizing, and 

cropping. It was said that it is more important to 

acquire a data set including images that have been 

edited[47]. Third, there is a phenomenon in which 

lesions are distorted due to artifacts or severe 

luminance differences in images acquired by air 

bubbles or light reflection caused by saliva in the oral 

cavity due to problems with acquisition 

characteristics of oral images. In fact, as a result of 

visually examining the images with errors in 

classification, in most images, blurring due to focus 

errors due to light reflection, artifacts due to air 

bubbles or tongue coating, and shaded areas due to 

extreme luminance differences are prominent. 

showed shape. Therefore, in order to minimize 

problems caused by light reflection during image 

acquisition, a circular polarizing lens (CPL) filter, a 

type of polarizing filter, was installed on the camera 

to minimize the effect of light reflection, and various 

artifacts were minimized. Images should be acquired. 

Fourth, it is necessary to minimize imbalance 

between labeled data. As shown in the results of this 

study, when the number of specific label images is 

relatively small, the overfitting phenomenon 

becomes prominent during training, resulting in low 

accuracy.    Therefore, when sufficient data is not 

secured, the effect of data imbalance can be reduced 

by applying weights between each label or training 

with the same number of images through replication 

within the label, which is also considered a research 

task. Despite the above-mentioned limitations, this 

study was able to obtain a level of accuracy similar to 

that of other studies using RGB images, which is 

used as basic data for tongue cancer classification 

studies of oral images through DNN, which is still 

lacking in research. Will be available It is expected 

that it will help in the early diagnosis of tongue 

cancer if the shortcomings of the data set are 

supplemented in the future. 
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